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Abstract— Morphological analysis of verbs is an important activity in order to design a machine translation system for a language. This 

paper discusses morphological analysis of Punjabi verbs for developing Universal Networking Language (UNL) based Machine Translation 

(MT) system for this Language. Verbs play a significant role in extracting Gender, Number, Person, Tense, Aspect and Modality (GNPTAM) 

information from a given sentence. An analysis of Punjabi verbs has been carried out on the basis of verb paradigms in this work. There 

are approximately one hundred verb paradigms defined on the basis of their vowel ending and GNPTAM information in Punjabi language. 

Based on these paradigms, one thousand rules have been created with respect to UNL attributes in this analysis. This analysis has been 

carried out for simple as well as conjunct verbs. It has been found that a good number of conjunct verbs are formed in Punjabi 

language by adding the verbs kar (do) or ho (be) to nouns or adjectives. Verb morphology in UNL based EnConverter and DeConverter for 

Punjabi language has also been implemented in this paper. 

Index Terms— Universal Networking Language, EnConverter, DeConverter, Vowel Ending Verb Root, Verb paradigms, Verb Morphology. 

——————————      —————————— 

1 INTRODUCTION                                                                     

erbs are the most important categories in parts of speech owing 

to their distinctive behavior. These form the pivot of a sentence 

and their usage conveys a good amount of information about 

the activities in the sentence. The lexical knowledge of the sentence 

is generally characterized with respect to verbs being used. Gram-

matical information like tense, number, gender etc. can be extracted 

from the sentence on the basis of verbs. These are some of the rea-

sons for immense importance given to verb analysis in Linguistics 

[4].  In this paper, analysis of Punjabi verb morphology for the de-

velopment of Universal Networking Language (UNL) based Ma-

chine Translation (MT) system for Punjabi Language has been pre-

sented. Punjabi Language is a member of Indic branch of the Indo-

European family [18]. According to the Ethnologue (2005) esti-

mates, there are 88 million native speakers of Punjabi language, 

which makes it the 13
th
 most widely spoken language in the world. 

This paper is divided into 6 sections. This section highlights the 

role of verb morphology in UNL and also provides introductory 

details of UNL framework. Related work on morphology and 

UNL is described in Section 2. Detailed verb morphology for Pun-

jabi Language is presented in Section 3. Section 4 of this paper dis-

cusses the verb morphology for UNL attributes and implementation 

of Punjabi EnConverter and DeConverter is illustrated in Section 5. 

Section 6 provides the results of implementation and summarizes the 

work carried out in this paper. 

 

1.1 UNL BASED MACHINE TRANSLATION SYSTEM: 

THE FRAMEWORK 

UNL is an Interlingua for knowledge representation in the context of 

machine translation. UNL is an electronic language for computers to 

express and exchange information [24]. Three building blocks of 
UNL are (i) Semantic Relations, (ii) Attributes and (iii) Universal 

Words. UNL representation of a sentence is expressed in the form of 

a semantic net called UNL graph. Consider the following English 

sentence for its UNL representation: 

„Sukwinder played football in the garden‟.                                      (1)                                                                                                                                                                                                                                                                                                                                   

UNL representation of (1) shall be: 

{unl} 

agt(play(icl>do).@entry.@past, Sukhwinder(iof>person)) 

obj(play(icl>do).@entry.@past, football(icl>game)) 

plc(play(icl>do).@entry.@past, garden(icl>place)) 

{/unl}                                                                                                (2)                                                                                                                                                    

In this expression, agt (agent), obj (object) and plc (place) are the 

semantic relations and the words play(icl>do), Sukhwinder(iof >per-

son), football(icl>game), and garden(icl>place) are the Universal 

Words (UWs).  

 

1.2 UNL ATTRIBUTES FOR REPRESENTATION OF IN-

FORMATION  

UNL attributes are used to describe the subjectivity information of 

sentences. These store the information about what is said from the 

speaker‟s point of view. UNL has 87 primary attributes (this number 

can be augmented by user defined ones) to express the semantic con-

tent of a sentence [25][23]. Table 1 describes some of the UNL at-

tributes used to represent the knowledge extracted from an input 

sentence.  

1.3 ROLE OF WORD MORPHOLOGY IN UNL BASED MT 

SYSTEM 

UNL based MT system has two major components namely EnCon-

verter and DeConverter. The process of converting a source language 

(natural language) expression into the UNL expression is referred to 

as EnConversion and the process of converting UNL expressions 

into a target language representation is called DeConversion. The 

process of EnConversion consists of four main stages: parsing of 

input sentence, extraction of universal words from bi-lingual diction-

ary, resolution of UNL relations and generation of UNL attributes 

[14][8]. Generation of UNL attributes can be carried out by creating 

morphological rules for the target language on the basis of verb mor-
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phology. Similarly, DeConversion process consists of three main 

stages: morphological generation of lexical words, function word 

insertion and syntax planning [23]. In order to perform morphologi-

cal generation, analysis of verb morphology of a language is very 

important. This has been attempted for Punjabi language in this pa-

per. 
TABLE 1 

SOME OF UNL ATTRIBUTES 

 

Concept   UNL Attributes 

Time with respect to the speaker @past, @present, @future 

Speaker’s view of Aspect @begin, @complete, @continue 

Speaker's view of Reference @generic, @def, @indef 

Speaker’s Focus @emphasis, @entry, @qfocus 

Speaker’s attitudes @confirmation, @exclamation, @interrogative 

Speaker's view point @ability, @although, @conclusion, @doubt 

Speaker's attitudes @polite, @request 

 

2 RELATED WORK 

Analysis of Punjabi grammar has earlier been carried out by Chander 

(1964), Gill et al. (1986), Singh (1988), Puar (1990), Joshi (2000), 

and Singh (2002). Their studies form the basis for the Natural Lan-

guage Processing (NLP) systems for Punjabi language. Gill (2008) 

has developed a rule based part of speech tagger for Punjabi. He has 

also developed the morphological analyzer, morphological generator 

and a grammar checker for Punjabi language.  

Analysis of Hindi grammar for part of speech tagger has been per-

formed by Chakrabarti and Bhattacharyya 2002, Chakrabarti et al. 

2006 and Singh et al. 2006. Shrivastava et al. (2005) have identified 

622 unique verb paradigms in the TAM-GNP matrix. The analysis of 

Tamil morphology for the development of Tamil EnConverter for 

EnConversion of Tamil to UNL has been performed by Dhanabalan 

et al. 2002. Bengali morphology has been analyzed with respect to 

UNL for Bengali EnConverter by Ali et al. 2008. UNL based analy-

sis and generation of Bengali case structure constructs have also 

been performed by Dey and Bhattacharyya 2003. Arabic grammar 

generator has been proposed for the development of Arabic MT Sys-

tem based on UNL by Adly and Alansary 2009. Hindi grammar has 

been analyzed to create UNL based MT system for Hindi language. 

Hindi generation rules have been created for Hindi DeConverter by 

Dwivedi 2002, Smriti et al. 2006 and Nalawade 2007. The UNL gen-

eration rules for Hindi EnConverter have been created by analyzing 

Hindi grammar by Giri 2000, Dave et al. 2001, Dave and 

Bhattacharyya 2001. The relevant work on Punjabi language also 

leads to establish that UNL related work has not been done for Pun-

jabi language. 

3 VERB MORPHOLOGY IN PUNJABI 
LANGUAGE 

 

Punjabi verbs are classified as main verbs and auxiliary verbs. The 

main verbs have assigned transitivity and causativity. Transitive 

verbs are those that require an object in a sentence unlike intransitive 

verbs. For example, ਪੜ paṛ „study‟ is transitive as in ਉਨੇ ਕਏਤਾਬ 
ਪੜਹੀ usnē kitāb paṛhī „She read book‟ and verb ਦੜ dauṛ „run‟ is in-

transitive as in ਮ ੁੰ ਡਾ ਦੜ ਕਿਸਾ ੀ muṇḍā dauṛ rihā sī „The boy was 

running‟. 

There are two types of causatives used in Punjabi. These are simple 

causative and double causative. In general, the simple causative is 

formed by adding ਆ ā and double causative is formed by adding ਵਾ 
vā. For example, causative forms of verb root ਪੜ paṛ „study‟ are 

ਪੜਾ paṛā (simple causal) and ਪੜਵਾ paṛvā (double causal). All transi-

tive, intransitive and causative verbs are also known as simple verbs. 

There are three auxiliary verbs used in Punjabi. These are ਸੈ hai for 

present tense, ੀ sī for past tense and ਿਸੇਾ rahēgā for future tense. 
 

3.1 CONJUNCT VERBS 

Expressing the concept of a given word, in source language, may 

require two or more words in target language. Many verbs in English 

can be translated into Punjabi, only by using a noun-verb sequence 

(e.g.,   ੋਿੂ ਏਿਨਾ srū karnā (start), ਕਦਐਾਈ ਦੇਨਾ dikhāī dēnā (visible)) 

or only by using an adjective-verb sequence (e.g., ਮੀਠਾ ਲਨਾ mīṭhā 

lagnā (sweet), ਚੁੰਾ ਲਨਾ caṅgā lagnā (like)) or only by using an 

adverb-verb sequence (e.g., ਦੂਿ ਸਟਾਨਾ dūr haṭānā (remove)) [5][22]. 

 

3.2 GRAMMATICAL PROPERTIES OF VERBS 

Verbs play a vital role in extracting the Gender, Number, Person, 

Tense, Aspect and Modality (GNPTAM) information from a given 

sentence [22]. It provides the gender information like masculine, 

feminine or non-specific; number information like singular, plural or 

non-specific; person information like 1
st,

 2
nd

 or 3
rd

; tense information 

like past, present or future about the sentence. It also provides the 

information about the aspect i.e. perfective, completive, frequenta-

tive, habitual, durative, inceptive or stative and modality information 

like imperative, probabilitive, subjunctive, conditional, deontic, ab 

ilitive or permissive about the sentence.In the next section, verb par-

adigm for Punjabi language is discussed. 

 

3.3 VERB PARADIGMS 

In order to capture the morphological variations of verbs, they are 

categorized into various paradigms to identify uninflected forms of 

words that share similar inflections [22]. There are approximately 

one hundred verb paradigms classified based on their vowel ending 

and GNPTAM information [12]. Punjabi has ten vowels, represent-

ed as ਾਾ (ਆ „A‟), ਕਾ (ਇ „i‟), ਾੀ (ਈ „I‟), ਾ  (ਉ „u‟ ), ਾੂ (ਊ „U‟), ਾੇ ( 

„y‟), ਾੈ ( „Y‟), ਾ ( „o‟), ਾ ( „O‟) and Mukta (ਅ „a‟) which has 

no sign. Vowels other than ਅ (ਮ ਏਤਾ) are represented by accessory 

signs written around (i.e., below, above, to the right or to the left) 

the consonant signs, popularly known as signs for matras [18]. 
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Some of the important verb paradigms are given in Table 2. 

TABLE 2 

SOME IMPORTANT VERB PARADIGMS 

 

Sr. No Verb paradigm Verb Root Present Past Future 

1 ਪਣਾ (ਪਾਉਣਾ) pauṇā 
(pāuṇā) 

to put 

ਪਾ  

pā 
 

ਪਾਉਨਾ  

pāunā 
 

ਪਾਇਆ  

pāiā 
 

ਪਾਊਂਗਾ  

pāūṅgā 
 

 

2 

ਲ ਹਣਾ (ਲਾਹੁਣਾ) 
lauhṇā (lāhuṇā) 

to pull down 

ਲਾਹ  

lāh 
 

ਲਾਹੁਣਾ lāhuṇā ਲਾਹਹਆ  

lāhiā 
 

ਲਾਹੂੂੰਣਾ  

lāhūṇṇā 
 

3 ਨੂੂੰਣਾ  

nūṇṇā 

to bath 

ਨਹਾ  

nhā 
 

ਨਹਾਉਣਾ nhāuṇā ਨਹਾਤਾ  

nhātā 
 

ਨਹਾਉਂਗਾ nhāuṅgā 

4 ਭਣਾ  

bhauṇā 

to wonder 

ਭ  

bhau 
 

ਭਨਾਾਂ bhaunāṃ ਭਹਿਆ bhauviā ਭਊਂਗਾ bhauūṅgā 

4 VERB MORPHOLOGY FOR UNL ATTRIBUTES 

In this section, verb morphology of UNL attributes has been dis-

cussed. Rules for verb morphology can generally be classified into 

three types as given below. 

(a) General verb morphology rules, 

(b) Verb morphology rules for passive sentence and 

(c) Verb morphology rules for conjunct verbs. 

The information about GNPTAM is generally extracted from subject 

of a sentence. For passive sentences this information is extracted 

from the object of the sentence. In this situation, the UNL attribute 

@passive is associated with the main verb and @topic is associated 

with the object of the sentence [17].  

Some examples of verb morphology for simple verbs with respect to 

UNL attributes are shown in Table 3. The Verb morphology for con-

junct verbs is given in Table 4 and Table 5. Here, morphology is 

formed by adding nouns or adjectives to the verb, for example, the 

verb ਏਿ (do) or ਸ (be) can be added to nouns or adjectives, Table 4 

and Table 5, respectively. Table 6, contains the verb morphology for 

auxiliary verbs. 

 

TABLE 3 

SOME EXAMPLES OF VERB MORPHOLOGY FOR SIMPLE WORDS 

 

Morphology Person SG/PL UNL Attributes Example 

ਚੁੁੱਹਿਆ ਸੀ  
cukkiā sī  
 

1  SG  @past @complete, 1per, @sg  ਮੈਂ ਖਾਣਾ ਖਾ ਚੁੁੱਹਿਆ ਸੀ 
maiṃ khāṇā khā cukkiā sī 
‘I had eaten food’ 

2  SG  @past, @complete, 2per, @sg  ਤੂੂੰ ਖਾਣਾ ਖਾ ਚੁੁੱਹਿਆ ਸੀ  
tūṃ khāṇā khā cukkiā sī  
‘You had eaten food’ 

3  SG  @past @complete, 3per, @sg  ਮੁੂੰਡਾ ਖਾਣਾ ਖਾ ਚੁੁੱਹਿਆ ਸੀ 
muṇḍā khāṇā khā cukkiā sī 
‘Boy had eaten food’ 

ਚੁੁੱਿ ਸੀ  
cukkē sī  
 

1  PL  @past, @complete, 1per, @pl  ਅਸੀਂ ਖਾਣਾ ਖਾ ਚੁੁੱਿ ਸੀ  
asīṃ khāṇā khā cukkē sī  
‘We had eaten food’ 

2  PL  @past, @complete, 2per, @pl ਤੁਸੀਂ ਖਾਣਾ ਖਾ ਚੁੁੱਿ ਸੀ 
tusīṃ khāṇā khā cukkē sī 
‘You had eaten food’ 
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TABLE 4 

SOME EXAMPLES OF CONJUNCT VERB MORPHOLOGY FOR ਏਿ  (do) TYPE OF VERBS 

 

UNL Attributes Punjabi Morphology 

 @custom, @present, @sg, @male,@link  ਿਰਦਾ ਹ  

karadā hai  

 @past, @sg, @male, @link  ਿੀਤਾ 

kītā  

 @future, @sg, @male, @link   ਿਰਗਾ 

karēgā  

 @custom, @past, @sg, @male,@link  ਿਰਦਾ ਸੀ  

karadā sī  

TABLE 5 

SOME EXAMPLES OF CONJUNCT VERB MORPHOLOGY FOR ਸ (be) TYPE OF VERBS 

 

U NL Attributes Punjabi Morphology 

 @custom, @present, @sg, @male,@lnk  ਹੁੂੰਦਾ ਹ  

hundā hai  

 @past, @sg, @male, @lnk  ਹਇਆ  

Hōiā 

 @future, @sg, @male, @lnk   ਹਿਗਾ  

hundā sī  

 
When a sentence does not have a main verb in it, then auxiliary verb acts 

like the main verb. These sentences have a predicative adjective in it and 

they require a verb terminator in the end. They have aoj (defines a thing 

that is in a state or has an attribute) relation between UW1 and UW2; 

and @pred attribute is used with the UW1 for its UNL representation 

[11]. Table 6, provides some possible cases of auxiliary verb morpholo-

gy. 

TABLE 6 

SOME EXAMPLES OF AUXILIARY VERB MORPHOLOGY 

 

Tense Perso
n 

SG/
PL 

Respect/ 
Polite 

Verb 
Termi
nator 

U NL Attributes Example 

Past 1 SG  ਸੀ 

sī 

@past, 1per,@sg ਮੁੂੰਡਾ ਸਹਣਾ ਸੀ  

muṇḍā sauhṇā sī 

 1 PL  ਸਾਾਂ 

sāṃ 

@past, 1per, @pl ਅਸੀਂ ਸਹਣ  ਸਾਾਂ  

asī sauhṇē sāṃ 

 2 SG  ਸੀ 

Sī 

@past, 2per, @sg ਤੂੂੰ ਸਹਣਾ ਸੀ  

tūṃ sauhṇā sī 
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5  IMPLEMENTATION OF PUNJABI ENCONVERTER AND 

PUNJABI DECONVERTER 

Punjabi EnConverter and DeConverter have been implemented in 

this work with the help of rules discussed in previous section. 

Architecture of Punjabi EnConverter can be divided into six phases. 

These phases include: processing of input Punjabi sentence by 

Punjabi shallow parser, creation of linked list of nodes on the basis 

of output of shallow parser, extraction of UWs from lexicon, 

processing of nodes for case markers, handling of unknown words 

and generation of UNL representation of the input sentence.  

Punjabi EnConverter developed in this work uses Punjabi Shallow 

Parser (by IIIT Hyderabad, India) for processing the input Punjabi 

sentence [15].  

5.1 Punjabi DeConverter 

Punjabi DeConverter takes UNL representation as input and gener-

ates equivalent Punjabi language sentence as output with the help of 

various database files, including Punjabi-UW dictionary, Function 

Word Insertion Database and Generation Rules database. The gen-

eration process can be divided into four phases. These phases in-

clude: parsing of UNL file for the creation of node-net, morphologi-

cal generation of lexical words, function words insertion, and syntax 

planning [3].  

For example, in order to generate Punjabi Sentence from UNL repre-

sentation (2) given in Section 1, a machine has to generate the form 

ਐੇਕਡਆ (played) from root verb ਐੇਡ (play) by using the information of 

tense (past), number (singular), and gender (masculine) associated 

with the verb. For this example sentence, case markers ਨੇ and ਕਵਿੱ ਚ 

need to be inserted after the subject ਸ਼ ਿੱ ਐਕਵੁੰ ਦਿ „Sukwinder‟ and the 

place ਬਾ „garden‟, respectively. All the words are finally arranged 

by the system to construct equivalent Punjabi sentence: „ਸ਼ ਿੱ ਐਕਵੁੰ ਦਿ ਨੇ 

ਬਾ ਕਵਿੱ ਚ ਫ ਟਬਾਲ ਐੇਕਡਆ ’.                                                   (3) 

In this work, a Punjabi-UW dictionary consisting of 1,15,000 words 

has been created. There are 3000 analysis rules and 3500 generation 

rules that have also been implemented in this work. 

6  RESULTS AND DISCUSSION 

We have evaluated performance of proposed EnConverter vis-a-vis 

the performance of a gold standard EnConverter. The EnConverter 

available at Spanish UNL language server has been taken as gold 

standard in the present work. We have manually translated English 

sentences given at Spanish language server into equivalent Punjabi 

sentences and then inputted those equivalent Punjabi sentences to the 

proposed Punjabi-UNL EnConverter system. We have compared 

UNL expressions generated by our system with the UNL expressions 

generated by Spanish UNL language server. We consider the two 

UNL representations matched with each other if the relations, includ-

ing associated UWs, present in the representation are same [15]. 

Proposed EnConversion system has been tested on ninety one Punja-

bi sentences. It has been seen that the system successfully handles 

the resolution of UNL relations and generation of attributes for these 

sentences. Out of the ninety one sentences, outputs of the two sys-

tems match for eighty seven sentences. Results of this evaluation on 

the basis of UNL relations are given in Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Results of evaluation of Punjabi EnConveter for UNL relations 
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We have also evaluated the proposed Punjabi DeConverter by input-

ting the UNL representation generated by the Punjabi EnConverter to 

it. Output of Punjabi DeConverter is compared with input Punjabi 

sentence given to Punjabi EnConverter.  
In this work, the evaluation methodology proposed by Singh et al. 

2007 has also been used. Following them, a 4-point scale has been 

considered for the evaluation. In order to evaluate proposed UNL 

based MT system for Punjabi language, one hundred sentences have 

been considered. Some of these sentences are taken from Spanish 

UNL language server. Other sentences are taken from agricultural 

domain threads developed by IIT Bombay. Agriculture domain 

threads are taken from the script of questions-answers between farm-

ers and agriculture experts. It has Hindi sentences and their equiva-

lent UNL representation. These Hindi sentences have manually been 

translated to Punjabi and then processed in Punjabi EnConverter for 

their equivalent UNL representation. This UNL is then processed by 

Punjabi DeConverter. We have measured the fluency and adequacy 

of the machine generated Punjabi sentences with respect to the refer-

ence Punjabi sentences given to the proposed EnConverter. In this 

way, we have indirectly measured the faithfulness of the Punjabi 

EnConverter as well. Fluency score of the proposed system is 2.63 

on the scale of 4 (i.e., 65.75%) and adequacy score of the proposed 

system is 2.51 on the scale of 4 (i.e., 63%). 

7       CONCLUSION 

In this paper, an analysis has been carried out for Punjabi verbs on 

the basis of root verbs ending on a vowel and GNPTAM infor-

mation. We have created approximately one thousand verb morphol-

ogy rules on the basis of verb paradigms. These rules are imple-

mented in Punjabi EnConverter and DeConverter and a UNL 

based MT system for Punjabi has been proposed. The proposed 

EnConverter has been tested for its performance vis-a-vis an EnCon-

verter available in public domain on the Spanish Language Server. 

The Punjabi DeConverter has also been tested on the output generat-

ed by the Punjabi EnConverter. Fluency score achieved for the pro-

posed system is 2.63 while the adequacy score is 2.51 on the scale of 

4. These scores can further be improved by refining the rules, pro-

posing new rules and introducing word sense disambiguation module 

at EnConverter level. 
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